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Abstract
In this paper, a deep neural network (DNN)-based poetic me-
ter classification scheme is proposed using a fusion of musical
texture features (MTF) and i-vectors. The experiment is per-
formed in two phases. Initially, the mel-frequency cepstral co-
efficient (MFCC) features are fused with MTF and classifica-
tion is done using DNN. MTF include timbral, rhythmic, and
melodic features. Later, in the second phase, the MTF is fused
with i-vectors and classification is performed. The performance
is evaluated using a newly created poetic corpus in Malayalam,
one of the prominent languages in India. While the MFCC-
MTF/DNN system reports an overall accuracy of 80.83%, the i-
vector/MTF fusion reports an overall accuracy of 86.66%. The
performance is also compared with a baseline support vector
machine (SVM)-based classifier. The results show that the ar-
chitectural choice of i-vector fusion with MTF on DNN has
merit in recognizing meters from recited poems.
Index Terms: meter, poem, fusion, timbral, i-vector

1. Introduction
Poetry has a long history, dating back to the Sumerian Epic of
Gilgamesh. Early poems evolved from folk songs such as the
Chinese Shijing, or from a need to retell oral epics, as with the
Sanskrit Vedas, Zoroastrian Gathas, and the Homeric epics. The
musical elements such as rhythm, meter, and sounds are uti-
lized systematically at sonic and typographical levels to write
poems [1]. Each meter(vrtta) defines a sequence of syllable
types (stressed or unstressed) for each line of a poem so that
the poem follows a rhythm when read out [2]. The poet has the
freedom to choose any of the accepted meter to compose his
work. The poetic form had total dominance in the oral tradition
due to the ease of committing verses to memory. Strict meter
and repetition of sounds in the form of prasa are prevalent in the
Indian poetic form to aid oral transmission [2]. In the Western
perspective, ”poetry” is considered as an art which is spoken
using pitch contours which are more-or-less typical of normal,
natural speech. However, in many traditions [3], especially in
Indian tradition, poetry is actually ”sung” not spoken, so that
the poem follows a rhythm when reading out [4].

In Indian poetry, each syllable of a word is classified as ei-
ther a laghu (short syllable, ’U’ ) or a guru (long syllable, ’−’)
[2]. The ordered sequences of syllables of three units in groups
of 1, 2 or 4 lines determine the rules for each meter. Eight such
sequences can be formed in a tri-syllabic structure. For instance,
two lines of a poem written in Kaakali meter is shown in Figure
1. We can observe that 8 tri-syllabic sequences are distributed
in two lines. Besides, each tri-syllable consists of two long syl-
lables and one short syllable as seen in Figure. Machine transla-
tion of poetry [5], aesthetic and emotional perception study can
potentially be benefited from automatic metrical analysis. Most
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of the previous works rely on orthographic, syntactical and lex-
ical features in poetic classification [6, 7].

Figure 1: Two lines of a poem written in Kaakali meter. Se-
quences of laghu and guru of are also shown.

Although there has been significant work in rhythm estima-
tion, there has been relatively little work for the estimation of
meter from recited poems. Most of the previous approaches rely
on syllabic structures rather than the acoustic cues computed
from the audio file. The segmented syllables are classified into
long/short syllables based on features like zero-crossing rate,
PARCOR coefficients, and the temporal duration as part of the
automatic estimation of poetic meters in [8]. A set of parame-
ters like acoustic duration, prosodic, rhythmic and stylistic fea-
tures are also employed for poem comparison in the analysis of
English and Italian poetry [9]. Meter classification in traditional
Malay poetry is addressed using two sets of experiments, with
themes and shape structure in [7]. Statistical methods and word-
stress patterns can be effectively used to analyze, generate, and
translate rhythmic poetry in [10]. Proposed work focuses on
acoustic cues instead of lyrics to identify the meter of the given
poem. The experiments reported are the extension the poetic
meter estimation approaches discussed in [11, 12]

The rest of the paper is organized as follows. Section 2
describes the proposed system. Performance evaluation is dis-
cussed in Section 3. The analysis of results is given in Section
4. Finally, the paper is concluded in Section 5.

2. Proposed System
The proposed framework is shown in Figure 2. MFCC is fused
with MTF and classification is performed using the DNN in first
phase. Later, i-vectors are fused with MTF and experiment is re-
peated. The performances are compared with SVM-based clas-
sifier. A detailed description is given in the following sections.

2.1. Feature Extraction

2.1.1. MFCC and I-vectors

MFCCs are widely employed in numerous perceptually moti-
vated audio classification tasks as predictors of perceived simi-
larity of timbre [13]. 20 dim MFCCs are computed with frame-
size of 40 ms and frame-shift of 10 ms for the task.

I-vector extraction, the popular feature-modeling technique
has been successfully used in many applications like speaker
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Figure 2: Block diagram of the proposed system.

Figure 3: Beat histogram of poems (a) Druthakaakali (b)
Nathonnatha [12].
and language recognition tasks [14], and audio scene detection
[15].

The concept of i-vectors which was initially proposed for
speaker verification in Dehak et al.[16] has become a leading
framework in recent days. This approach improves the joint
factor analysis by combining the inter and intra domain vari-
ability and modeling it in same low dimensional total variability
space. I-vector system [16] maps the high dimensional GMM
supervector space (generated from concatenating all the mean
values of GMM ) to low dimensional space called total vari-
ability (TV) space. The main idea is to adapt the target utter-
ance GMM from a universal background model (UBM) using
the eigenvoice adaption [17]. The target GMM supervector can
be viewed as shifted from the UBM. Formally, a target GMM
supervector M can be written as:

M = m + Tw (1)

where m represents the UBM supervector, T is a low dimen-
sional rectangular TV matrix, and w is a standard normal dis-
tributed vector. These feature vectors are referred to as iden-
tity vectors or i-vectors for short. The feature vector associated
with a given recording is the MAP estimate of w. Using train-
ing data, the UBM and TV matrix is modeled by expectation
maximization (EM). In the E-step, w is considered as a latent
variable with normal prior distribution N(0, I). Eventually, the
i-vectors will be estimated as the mean of posterior distribution

of w, that is [16],

w(u) = (I + TT Σ1.N(u).T )1TT Σ1S(u) (2)

where for utterance u, the terms N(u) and S(u) represent ze-
roth and centralized first order Baum-Welch statistics respec-
tively, and Σ is the covariance matrix of UBM. 10 dim i-
vectors(iMFCC) are computed from MFCC in the proposed task.
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Figure 4: Tempo distribution in the dataset

2.1.2. Musical Texture Features (MTF)

Musical attributes can be organized into eight different cate-
gories, each representing a core concept, namely: dynamics,
expressive techniques, harmony, melody, musical form, musi-
cal texture, rhythm and tone color (or timbre) [18]. Several au-
dio features have been created and are nowadays implemented
in audio frameworks [19]. In our experiment timbral, rhythmic
and melodic features are collectively termed as MTF. Five tim-
bral features, namely, spectral centroid, spectral roll-off, spec-
tral flux, zero crossings, and low-energy, are computed [20].
Beat tracking, the extraction of the rhythmic aspects of the
musical content has been a topic of active research in recent
years[21]. Beat histogram for poems written in DruthaKakali
and Nathonnatha is shown in Figure 3. It is worth noting that
the dissimilarity in the distribution can potentially be used as
an important acoustic cue for the task. Three features, namely,
tempo, pulse clarity, event density [22] are computed from the
beat histogram. The distribution of tempo, computed from the
audio files in the dataset is shown in Figure 4.

High-level melodic features, namely, standard deviation,
skewness, and kurtosis, are computed from the melodic pitch.
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Table 1: Meters, considered in the experiment with governing rules
Sl.No Meter Rules or Syntax Poem/Poet

1 Kakali 8 ganam sequences with three syllables of total 5 mathras. Ramacharitham/Cheeramon

2 Druthakaakli
It is a variant of Kaakali meter. In Kaakali meter, if we omit
first syllable in first and second lines of the poem, it results
Druthakakali

Jnapana/Poonthanam

3 Keka Sequences are in the order 3-2-2-3-2-2. One long syllable
should be there in each sequence Ente Gurunathan/Vallathol

4 Nathonnatha In first line, eight sequences of two syllables followed by 4 se-
quences of two syllables in the second line. Thullal/Kunjan nambiar

5 Omanakuttan Sequences are in the order 3-2-3-2 Omankuttan-
Govindhan/Venmani

6 Vasanthathilakom If the tri-syllabic sequences are in the order ta-bha-ja-ja-ga, the
poem is written in the meter, Vasanthathilakaom

Veena
poovu/Kumaranashan

Skewness and kurtosis are computed from the kernel density es-
timate (KDE) of pitch estimates[23]. Pitch histograms capture
the harmonic features of different musical styles. One expects,
for instance, that genres with a more complex tonal structure
exhibit a higher degree of tonal change and therefore have more
pronounced peaks in their histograms than other genres. The
similarity in KDE can potentially be used to compute similarity
measures of poems, written in same meter.

2.2. Classification Scheme

SVM classifier with a linear kernel is used as a baseline sys-
tem. Our proposed DNN uses three hidden layers (100 nodes
per layer) with Adam optimization algorithm [24]. Relu has
been chosen as the activation function for hidden layers and
softmax function for the output layer. The network is trained
for 500 epochs with a learning rate of 0.002. The optimization
is done using Adamax algorithm. The tuning of hyper parame-
ters is performed using 10% of data available.

3. Performance Evaluation
3.1. Dataset

A database is created in a studio environment in Malay-
alam comprising six meters, namely, Dhruthakakali (Dhruth),
Kaakali (Kaak) Keka (Kek), Nathonnatha (Nath), Omanakuttan
(Oman) and Vasanthathilakom (Vasant) with 403 audio tracks,
covering all the meters. The rules for each meters are explained
in Table 1. As an example, for Kakali meter, 5 mathras1 are re-
quired in each sequence and 8 such sequences form two lines of
a poem. The poems are sung with both male and female singers
with a background drone, tanpura2. 60% of the dataset is used
for training and 10% is used for validation. A total of 120 files,
comprising 30% of data are considered for testing making sure
that the same singer does not appear in both training and testing
sets.

3.2. Experimental Set-up

Initially, MTFs are fused at feature level (11 dim) with MFCC
(20 dim) and classification is done using DNN. Track-level
computed MTF are fused with frame-wise computed MFCC
averaged across dimensions (20 dim). Later, the experiment is

1Mathra refers to a time-measure with two mathras for long-syllable
(guru) and one mathra for short-syllable (laghu)

2https://en.wikipedia.org/wiki/Tanpura

Table 2: Overall accuracy of approaches.
No Method Accr.(%)
1 MFCC + MTF (Fusion) - SVM 81.63
2 MFCC + MTF (Fusion) - DNN 80.83
3 i-vector + MTF(Fusion) - DNN 86.66

extended with an early fusion of iMFCC (10 dim) and MTF (11
dim). iMFCC and the track-level MTF are computed using Aliźe
open source speaker recognition tool kit [25] and MIRToolbox
[19] respectively. In the i-vector framework, first, a UBM-
GMM model (128 mixture) is built from MFCCs computed
from poems other than considered in the experiment. Later, to-
tal variability matrix, T is trained using the audio files of the
corpus. Baseline-SVM and DNN classifiers are implemented
using LibSVM and Keras-TensorFlow, respectively.

4. Results and Analysis
The potential of iMFCC-MTF fusion with DNN is analyzed from
the results, tabulated in Table 2. From the table, it can be seen
that for the baseline SVM, an overall accuracy of 81.66% is
reported. The overall accuracy of 80.83% and 86.77% are re-
ported for MFCC-MTF fusion and iMFCC-MTF fusion, respec-
tively. The baseline SVM and DNN on MFCC-MTF fusion give
almost similar performance. But, for the iMFCC-MTF fusion, it
appears that overall accuracy is improved by 6% and 5% over
MFCC-MTF-DNN and SVM respectively. It is already estab-
lished that the hidden variables (i-vectors) in GMM supervec-
tor spaces estimated by factor analysis (FA) provides better dis-
crimination ability and lower dimensionality than GMM super-
vectors.

Confusion matrices for MFCC+MTF fusion and iMFCC +
MTF fusion with DNN are shown in Tables 4 and 5, respec-
tively. The entries in the table are the number of files. DNN
ensures 80% class-wise accuracy for all the classes except for
Omanakuttan. It can be seen from Table 5, that the overall re-
sults improved. Two meters Keka and Nathonnatha reported
classification accuracy of 100%, but for Omanakuttan , class-
wise accuracy is slightly decreased. A possible cause for the
misclassification errors in Omankuttan is the piece-wise simi-
larity poems, with other meters while rendering. The precision
(P), recall (R) and F1-measure (F1) of the all phases can be
seen in Table 3. Average precision, recall and F1 measure of
0.84, 0.82 and 0.83 are reported for SVM framework. The same
metrics obtained for iMFCC-MTF fusion on DNN are 0.87, 0.87
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Table 3: Precision (P), recall (R), and F1 measure for the three phases

SL.No Meter MFCC+MTF-SVM MFCC+MTF-DNN iMFCC+MTF-DNN

P R F1 P R F1 P R F1

1 Druthakaakli 0.84 0.55 0.67 0.85 0.85 0.85 0.86 0.90 0.88
2 Kakali 0.62 0.80 0.70 0.73 0.80 0.76 0.73 0.80 0.76
3 Keka 0.95 0.90 0.92 0.74 0.85 0.79 0.87 1.00 0.93
4 Nathonnatha 0.83 1.00 0.91 0.80 0.80 0.80 1.00 1.00 1.00
5 Omanakuttan 0.77 0.85 0.81 0.88 0.75 0.81 0.78 0.70 0.74
6 Vasanthathilakom 1.00 0.80 0.89 0.89 0.80 0.84 1.00 0.80 0.89

Figure 5: F1-measure (scaled) for three schemes
and 0.87 respectively. There results show the potential of DNN
on iMFCC over traditional machine learning approaches. The F1
measure of various schemes are shown in Figure 5. The efficacy
of iMFCC-MTF fusion can be seen from by comparing methods
in Figure 5.

Table 4: Confusion matrix of MFCC+MTF-DNN framework
Class Dhruth Kaak Kek Nath Omana Vasant

Dhruth 17 2 0 1 0 0
Kaak 0 16 1 2 1 0
Kek 0 2 17 1 0 0
Nath 0 1 3 16 0 0

Oman 1 1 1 0 15 2
Vasant 2 0 1 0 1 16

The approach in [8] reports an accuracy of 69% for 12
classes, but leads to more syllabification and classification er-
rors. It is observed that a recall of 92% is reported for poem
classification (four classes) using stylometric features such as
lexical and syntactic features [6]. The performance of the sys-
tem can potentially be improved by incorporating mesoscale
qualities such as phrase and sub-phrase quantifiers, tempo-
ral features, bottleneck features from long short-term memory
(LSTM) and n-gram identification of rhythmic and melodic mo-
tives. Long-range temporal dependencies can be captured by
Long short-term memory recurrent neural networks (LSTM-
RNNs). The promise of data augmentation methods using deep
convolutional generative adversarial networks (DCGAN) can be
employed to overcome the data-scarcity during training. MTF
used in the experiment is a subset of various timbral, rhythmic
and melodic features. Features such as jitter, dynamic features,
the salience of the most substantial peak in the beat-histogram
and syllable feature can also be used as acoustic cues in the
front-end.

Table 5: Confusion matrix of iMFCC+MTF-DNN framework.
Class Dhruth Kaak Kek Nath Oman Vasant

Dhruth 18 0 0 0 2 0
Kaak 1 16 2 0 1 0
Kek 0 0 20 0 0 0
Nath 0 0 0 20 0 0

Oman 1 4 1 0 14 0
Vasant 1 2 0 0 1 16

Using a measure of melodic structure in music, Menning-
haus et al. show that individual poems feature distinct and text-
driven pitch and duration contours, just like songs and other
pieces of music [26]. Poems impose higher prosodic regular-
ity on language by virtue of implementing special metrical pat-
terns. The study reveals many musical properties of poems and
proves the close link between poetry and music. As different
from Western tradition, many traditions follow singing style in
poetry, such as Al-Taghrooda [27], Hausa [28] and Palestinian
poetry [3]. Al-Taghrooda poems are composed and recited by
men travelling on camelback through desert areas of the United
Arab Emirates and the Sultanate of Oman. Short poems of
seven lines or less are improvised and repeated between two
groups of riders often as antiphonal singing. Generally, the lead
singer chants the first verse, and the second group responds. It is
worth mentioning that no language-specific features are used in
our experiment. As part of the extended work, annotations can
also be made available in the dataset for further study on poetry.
The proposed work is relevant to music information retrieval
community since the theory and the methods can potentially be
extended beyond Indian poetry.

5. Conclusion
Poetic meter classification using the fusion of i-vectors and
MTF using DNN is addressed. The efficacy of i-vectors on
meter estimation is manly investigated in the work. The sys-
tematic evaluation is done using six meters from poetic corpus
in Malayalam. While the MFCC-MTF fusion experiment using
DNN resulted in an overall accuracy of 80.83%, the iMFCC-MTF
resulted in an overall accuracy of 86.66%. It shows an improve-
ment of 5% over baseline SVM. The results show the poten-
tial of the i-vector/MTF frmework in poetic meter classification
task.
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